
1 Research

My primary research area is econometrics, with a focus on causal inference. I have also worked on topics in algo-
rithmic fairness and in empirical microeconomics. Broadly, my research in econometrics seeks to help empirical
economists draw more credible conclusions from data. My work often highlights hidden assumptions implicitly
relied on in empirical work, which may be questionable in many contexts. I then develop new methodology
that either avoids the most questionable assumptions, or allows the researcher to assess the sensitivity of their
conclusions to violations of these assumptions.

1.1 Econometrics Research

Difference-in-differences. Much of my research has been on improving the credibility of difference-in-
differences (DiD) designs, one of the most popular tools for policy analysis in economics. The basic idea of
DiD is to estimate the impact of the introduction of a new policy or intervention (typically called a “treatment”)
by comparing the change in the outcome for treated individuals around the time of the policy introduction
to the analogous change for a comparison group of individuals who were not treated. For example, we might
look at the change in health outcomes in states that implemented Medicaid expansion, and compare this to
the analogous change in health outcomes for states that did not expand Medicaid. The key assumption for
the validity of DiD designs is the so-called “parallel trends” assumption, which states that the average change
in the outcome for the treated group would have been the same as the average change in the outcome for the
comparison group if not for the implementation of the policy. In practice, researchers often try to validate
the parallel trends assumption by testing whether the two groups’ outcomes appeared to have been moving in
parallel prior to the implementation of the policy (a “pre-trends” test).

In Roth (2022), I highlighted several important limitations with the common approach for validating the
parallel trends assumption using pre-trends tests. The first relates to a lack of statistical power: even if the
parallel trends assumption is violated prior to the treatment, owing to noise in the data the researcher may fail
to find a statistically significant violation. In a systematic survey of recent papers published in top economics
journals, I show that statistical power is often quite low to detect meaningful violations of parallel trends. The
second issue raised in the paper is that conditioning the analysis on having “passed” the test for pre-trends
introduces a form of selection bias known as pre-testing, which I show in many cases can further exacerbate the
bias from a violation of parallel trends.

In related work with Pedro Sant’Anna (Roth and Sant’Anna, 2023), I also provide arguments as to why we
should often be skeptical of the validity of the parallel trends assumption ex ante. That paper shows that, except
in special cases, the parallel trends assumption will be sensitive to the functional form of the outcome—e.g.,
do we specify the outcome in levels or in logs? More formally, we provide a complete characterization of when
parallel trends is invariant to functional form, and show that this occurs if and only if the treatment is as good as
randomized, there are no time effects, or some combination thereof. Outside of these special cases, the validity
of the parallel trends assumption will necessarily depend on the choice of functional form.

To address these concerns about the validity of the parallel trends assumption, Ashesh Rambachan and I
developed methodology for more credibly assessing the sensitivity of conclusions to violations of the parallel
trends assumption (Rambachan and Roth, 2023). Instead of assuming that the parallel trends assumption holds
exactly, our approach is based on the idea that the violations of parallel trends prior to the treatment are
informative about the post-treatment violations. For example, one formulation of the approach is to assume
that the post-treatment violations are no more than M times larger than the largest pre-treatment violation,
for some number M . We then develop confidence intervals (CIs) that are valid for the causal effect of interest
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under this restriction. These CIs account both for the potential violations of parallel trends as well as for the
statistical uncertainty in measuring the pre-trends. The approach enables a natural form of sensitivity analysis,
as it allows researchers to make statements along the lines of, “our result remains statistically significant allowing
for violations of the parallel trends assumption up to 2 times larger than that seen in the pre-treatment period.”
In follow-on work (Kwon and Roth, 2024a), we provide a related approach from the Bayesian (rather than
Frequentist) statistical perspective, which allows the researcher to incorporate prior information about what
they expect violations of parallel trends to look like.

While often the parallel trends assumption will be questionable, one special case where its validity is guaran-
teed is when the timing of treatment is randomized. Although researchers often use DiD in such settings, in Roth
and Sant’Anna (2023) we show that one can actually obtain substantially more precise estimates by exploiting
the randomized rollout directly. We derive the most efficient estimator under random treatment timing in a
class of estimators that nests many commonly-used DiD approaches. In an application to the staggered rollout
of a police training program, we find that the proposed efficient estimator can reduce the length of confidence
intervals by a factor of 8 relative to existing approaches.

The large number of recent papers on DiD (by myself and others) has made it difficult for practitioners to
keep up with the state-of-the-art best practices. In Roth, Sant’Anna, Bilinski and Poe (2023), we provide an
accessible review of the recent literature, accompanied with practical recommendations for applied researchers.
This paper has become a standard reference, with over 1000 Google Scholar citations.

Finally, in a recent working paper (Roth, 2024), I show that the event-study plots produced by software
for implementing some of the recent DiD methods may be misleading, as they differ in important ways from
conventional event-study plots to which empirical researchers are accustomed. This note has influenced some
of the most popular packages for DiD to update their default settings for creating event-study plots to increase
interpretability.

Other econometrics work. My other econometrics work has focused on improving empirical practice in a
variety of domains.

In Chen and Roth (2024), we identify problems with the common practice of estimating treatment effects
for “log-like” transformations of the outcome, and propose some practical solutions. As background, when
the outcome Y is strictly positive, the average treatment effect in logs has the useful feature that its units
approximate percentage changes. In practice, however, the outcome of interest (e.g. earnings) may equal zero
for some observations, in which case logpY q is not well-defined. Researchers therefore commonly use “log-like”
transformations such as logp1 ` Y q or arcsinhpY q that approximate the logarithm for large values of Y but are
defined at zero. In Chen and Roth (2024), we show that treatment effects for such transformations should not
be interpreted as percentage effects: In contrast with a percentage, which is unit-free, the treatment effects
for log-like transformations are arbitrarily sensitive to the units of the outcome when the treatment affects the
extensive margin. We further prove a “trilemma”, which shows that when the outcome can equal zero, there is
no treatment effect parameter that is: (i) an average of individual level effects, (ii) invariant to the units of the
outcome, and (iii) point-identified. In light of this result, we enumerate a variety of possible paths forward that
relax one of the criteria in the trilemma. We discuss the economic rationale for each of these solutions, and
illustrate how they can be used in practice in three empirical applications.

In Andrews, Roth and Pakes (2023), we provide computationally tractable and powerful methods for infer-
ence on parameters defined by conditional moment inequalities. As background, many economic models imply
that some inequalities should hold on average: for example, if a consumer chooses good A over good B, then
their expected utility from good A must have been higher than for good B. Such restrictions are known as
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moment inequalities, and they arise in a large range of economic settings—including many models of consumer
choice, regression with interval-valued outcomes, as well as the bounds on treatment effects in DiD settings dis-
cussed earlier (Rambachan and Roth, 2023). There are two practical challenges in conducting inference based
on moment inequalities, however: first, existing methods become computationally challenging when there more
than a few parameters to estimate (including nuisance parameters, such as coefficients on control variables);
second, the power of existing methods is often very sensitive to the inclusion of inequalities that are far from
binding. In Andrews et al. (2023), we show that the moment inequalities that arise in economic applications
often have a particular structure in which the nuisance parameters enter linearly. We exploit this structure to
develop tests that are computationally tractable (by exploiting linear programming) and which are insensitive
to the inclusion of slack moments. In Rambachan and Roth (2023), we further show that the proposed tests
achieve optimal local asymptotic power in a variety of settings.

In Kwon and Roth (2024b), we develop practical tools for understanding why a particular economic treatment
affects an outcome of interest. Researchers often conjecture that the effect of the treatment operates through a
particular mechanism (or set of mechanisms) M . Although formal tools exist for testing such hypotheses, they
typically rely on strong assumptions, such as that M is as good as randomly assigned conditional on observables.
In the paper, we show that under much weaker assumptions, one can obtain lower-bounds on the fraction of
individuals whose outcome is affected by the treatment despite having no change in M . These lower-bounds
allow us to test whether a particular M can fully explain the treatment effect, and if not, to quantify the
magnitude of the alternative mechanisms.

Finally, in Rambachan and Roth (2024), we study the problem of conducting statistical inference in settings
where the full population is observed (e.g. we have data on all 50 US states). In such settings, the tradi-
tional statistical framework that views the data as having been sampled from some super-population may be
unnatural. A more natural approach in such settings is to view the uncertainty as design-based, i.e. arising
from the stochastic assignment of treatment rather than from sampling. Existing design-based frameworks have
primarily focused on the setting where the treatment is randomly assigned. In our paper, we extend the design-
based framework of uncertainty to cover common quasi-experimental strategies in economics such as DiD and
instrumental variables.

Statistical software. I have (co-)developed statistical software to implement the methods in many of the
papers described above, including the HonestDiD, pretrends, and staggered Stata and R packages.

1.2 Other work.

Algorithmic fairness. Another strand of my research has studied the fairness of algorithms. There is often
concern that if an algorithm is trained on data generated by a biased decision maker, then it will learn to reflect
this bias. In Rambachan and Roth (2020), we show that whether this is the case depends crucially on how the
algorithm is trained. If the algorithm is trained directly to predict the human decision, then as expected the
algorithm will inherit the human’s biases. On the other hand, we show that if the algorithm is trained to predict
an objective outcome in a sample of people selected by a biased human decisionmaker (e.g. predict productivity
among previously hired applicants), then the algorithm will actually reverse the human’s bias. Much of the
algorithmic fairness literature has focused on binary decisions (e.g. grant a loan or not). However, in practice
algorithms often produce rankings—e.g. LinkedIn’s search algorithm produces an ordered list of candidates. In
collaboration with researchers at LinkedIn (Roth, Saint-Jacques and Yu, 2022), I developed statistical tools for
testing for algorithmic bias when the algorithm produces a ranked list rather than a binary decision.
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Empirical microeconomics. In Katz, Roth, Hendra and Schaberg (2022), we study a class of job training
programs called sectoral employment programs, which focus on providing participants with credentials to obtain
jobs in high-paying sectors. We show that sectoral training programs have been unusually effective relative to
other job training programs, and analyze data from the WorkAdvance randomized trial to provide evidence on
the mechanisms. In Roth (2019), I study the impacts of Wisconsin’s Act 10, which severely weakened teachers’
unions, on the labor supply of teachers. I show that many teachers were induced to retire early as a result of
the reform. Finally, many of my econometrics papers contain a substantial empirical component. For example,
Roth and Sant’Anna (2023) provides the most precise estimates to date of procedural justice training programs
for police officers. Our work also revealed a statistical error in a prior analysis by Wood, Tyler and Papachristos
(2020), which led to a correction in PNAS and a re-analysis co-authored with the authors of the flawed study
(Wood, Papachristos and Tyler, 2021a; Wood, Tyler, Papachristos, Roth and Sant’Anna, 2021b).

2 Teaching and Service

Teaching. At Brown, I have been teaching ECON 1630 (Mathematical Econometrics I), which covers basic
probability, regression analysis, and methods for causal inference such as DiD, instrumental variables, and
regression discontinuity. In collaboration with Peter Hull, I have developed all of the materials for the course,
including detailed slides and problem sets. The course gives a modern and rigorous introduction to econometrics,
particularly causal inference, while also teaching students to implement these tools in practice. The lectures
alternate between applied examples and the technical methodology, and the assignments for the course walk the
students through applications of the methodology to real empirical applications. In the classroom, I emphasize
student participation, and am proud of the back-and-forth I have fostered with my students. This has been
reflected in the teaching evaluations for the course—which have averaged a 4.67 out of 5 in the five sections I
have taught—with one student writing “Professor Roth has done an amazing job this semester in running an
engaging class setting” and another “I think Professor Roth has done an excellent job of taking what is a very
complicated topic and distilling it down to what we needed to know... Professor Roth also did an excellent job
of listening to students and actually answering the question they are asking, noting if something needs to be
explained more clearly based on the question”.

I have also had the opportunity to give several mini-courses and tutorials on DiD. I have given mini-courses
(1-3 days in length) at the University of Exeter and Tel Aviv University, and online through the University
of Michigan and the Mixtape Sessions online platform run by Professor Scott Cunningham (Baylor). I also
gave shorter tutorials for the Chamberlain Online Seminar in Econometrics and One World YoungStatS. The
material for these courses is publicly available on my webpage and has received over 45,000 views.

Advising. I enjoy advising student research at both the undergraduate and graduate level. I have been the
supervisor of three undergraduate theses in my time at Brown, and have served on the graduate dissertation
committee of Patrick Vu (chair), Tommaso Coen, and Vincent Starck. I am also serving on the committee of two
current graduate students. In addition, I regularly meet with students about econometric issues they encounter
in their research, and provide feedback at both the econometrics and applied micro student workshops.

Service. I have served the department in a variety of roles. I was on the junior hiring committee in 2022-2023,
and have been serving as an undergraduate concentration advisor. I have co-organized both the econometrics
and applied microeconomics seminars. I have also helped to organize a variety of conferences and events,
including an interdisciplinary conference on the economics of algorithms, the Greater New York Econometrics
Colloquium, and a Replication Games event in collaboration with the Institute for Replication.
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